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We take ƛƴǎǇƛǊŀǘƛƻƴ ŦǊƻƳ ά{ŎǳƭǇǘǳǊŜ DŜƴŜǊŀǘƻǊ мΣέ ŀ ŎǳǎǘƻƳ ŘŜǎƛƎƴ ǇǊƻƎǊŀƳ ŦƻǊ ǘƘŜ 
sculpture on the left, which enabled redesigns like those on the middle and right. 
Our goal is to generalize this idea to a broader domain ς not just for nice symmetric 
sculpture but for arbitrary 3D objects ς and to automate the fitting process as much 
as possible. 
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By letting the user impose high level, conceptual structures of their choice, our 
system enables diverse, dramatic shape redesigns. 
For example, we show, on the top row: Editing symmetry, editing the flanges of the 
sculpture by treating it as a surface of revolution, and finally editing the sculpture as a 
sweep. 
On the bottom row: Beautifying a cone by projecting it to a quadric surface, editing 
the profile of the cone as a surface of revolution, and editing the path of the cone as 
a sweep. 
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To edit rotational symmetry, we extract a sector of the model and collapse or expand 
that sector in polar coordinates.  We instance the sector to complete the shape. 
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Even though this shape is clearly not a surface of revolution, the user can impose that 
structure on it.  The vertices of the mesh are then rotated to a shared plane, creating 
ǘƘŜ άŎǊƻǎǎ ǎŜŎǘƛƻƴŀƭέ ǎƘŀǇŜ ǎƘƻǿƴ ƻƴ ǘƘŜ ǊƛƎƘǘ ƛƴ ƎǊŜŜƴΦ  .ȅ ŜŘƛǘƛƴƎ ǘƘŜǎŜ ǾŜǊǘƛŎŜǎ ƛƴ 
that 2D space, and projecting the results back to 3D, we can for example extend the 
top flange of the model as we show here. 
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Again, even though the shape is not a sweep, the user can impose a sweep structure 
on the model and then reshape the model with a sweep-like editing operation, for 
example by twisting it into a trefoil knot as we do here. 
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¢ƘŜǊŜΩǎ ŀ ǊƛŎƘ ƘƛǎǘƻǊȅ ƻŦ ǇǊŜǾƛƻǳǎ ǿƻǊƪ ƛƴ ǘƘŜ ŦƛŜƭŘ ƻŦ ǊŜǾŜǊǎŜ ŜƴƎƛƴŜŜǊƛƴƎΣ ƳǳŎƘ ƻŦ 
which focuses ƻƴ ŦƛƴŘƛƴƎ ŀ ǎƛƴƎƭŜ άōŜǎǘέ /!5 ƳƻŘŜƭ ŦǊƻƳ ŀ ǎŎŀƴƴŜŘ ƻǊ ǇƘƻǘƻƎǊŀǇƘŜŘ 
physical artifact.  We use a number of reverse engineering methods in our system, 
which will be noted as I discuss them later in the talk. 
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One inspiring work was a paper of Ramamoorthi and Arvo, which decomposed 
scanned models into parameteric representations which allowed some flexibility for 
later re-design. 
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Our system will take low level input data, such a unstructured polygonal meshes or 
photographs, and through a user-guided fitting process generate an editable, 
parametric model that permits redesign.  We let the users interactively re-fit shapes 
or impose hierarchical fits as needed.  Once a satisfying redesign is created, we 
output a clean representation of the artifact for rendering, rapid prototyping, or 
further processing in a CAD system. 
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CƻǊ ǘƘƛǎ ǇǊŜǎŜƴǘŀǘƛƻƴΣ LΩƭƭ ŦƻŎǳǎ ƻƴ ǳǎƛƴƎ 3D meshes as our source of input.  We also 
plan to support input from point clouds and photographs.  We have done preliminary 
work on supporting photographs: for example, from a collection of ten photographs 
of the sculpture on the left, we can extract the visual hull, (the 2nd image is an 
intersection of 10 silhouette cones). Then, with user hints, a sweep and cone are fit 
to the corresponding parts of the visual hull. 
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We currently have four fitting modules for different types of primitives: Two modules 
for different types of sweeps, a module for quadric surfaces, and a general freeform 
surfaces module. 
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Our sweep module handles what we call stationary sweeps ς sweeps defined by a 
simple sweep motion, such as surfaces of revolution, helices or spirals.  These simple 
sweep motions correspond to following a simple, linear, velocity field ς which enables 
a fast fitting algorithm specialized to these sweeps. 
The key idea is to find a velocity field which is consistently tangential to the surface. 
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